
ar
X

iv
:2

50
5.

08
89

4v
1 

 [
cs

.H
C

] 
 1

3 
M

ay
 2

02
5

WaLLM - Insights from an LLM-Powered Chatbot deployment via WhatsApp

HIBA ELTIGANI, Tufts University, USA

RUKHSHAN HAROON, Tufts University, USA

ASLI KOCAK, Tufts University, USA

ABDULLAH BIN FAISAL, Tufts University, USA

NOAH MARTIN, Tufts University, USA

FAHAD DOGAR, Tufts University, USA

Recent advances in generative AI, such as ChatGPT, have transformed access to information in education, knowledge-seeking, and
everyday decision-making. However, in many developing regions, access remains a challenge due to the persistent digital divide.
To help bridge this gap, we developed WaLLM — a custom AI chatbot over WhatsApp, a widely used communication platform in
developing regions. Beyond answering queries, WaLLM offers several features to enhance user engagement: a daily top question,
suggested follow-up questions, trending and recent queries, and a leaderboard-based reward system. Our service has been operational
for over 6 months, amassing over 14.7K queries from ~100 users. In this paper, we present WaLLM’s design and a systematic analysis
of logs to understand user interactions. Our results show that 55% of user queries seek factual information. “Health and well-being”
was the most popular topic (28%), including queries about nutrition and disease, suggesting users viewWaLLM as a reliable source.
Two-thirds of users’ activity occurred within 24 hours of the daily top question. Users who accessed the “Leaderboard” interacted with
WaLLM 3x as those who did not. We conclude by discussing implications for culture-based customization, user interface design, and
appropriate calibration of users’ trust in AI systems for developing regions.

CCS Concepts: • Human-centered computing → Empirical studies in HCI.

Additional Key Words and Phrases: Large Language Model, Mobile Phones,WhatsApp, Chatbot, User Interface Design

1 Introduction

Large Language Models (LLMs) are poised to have a transformative impact on society. Their capabilities in human-like
conversations, explanation of complex concepts, and text summarization have enabled great success in many domains
such as healthcare and education [15, 16, 26]. This is particularly significant in the context of developing regions where
resource are limited and access to healthcare and educational services is often scarce [43, 45, 66].

Unfortunately, using these models in developing regions is challenging due to several barriers, including the high
cost of using state-of-the-art models, as well as usability issues surrounding an unfamiliar interface [6]. One promising
direction for addressing this divide is to provide free access to high-quality AI models over a familiar interface like
WhatsApp [38], a popular communication platform in developing regions [17, 28, 56]. As a result, companies like
Meta and OpenAI have started offering their AI services over WhatsApp [1, 2]. Similarly, recent work has explored
the use of LLMs in WhatsApp-based chatbots for specific applications, such as supporting health care workers in
India [45]. However, there remains a lack of systematic study of how users interact with general-purpose, WhatsApp-
based AI services [54]. Furthermore, existing general-purpose chatbots tend to mimic a standard chatbot interface,
lacking additional, easy-to-support features (e.g., push-messages, suggested content) that can potentially improve
user engagement. This is increasingly important in developing regions where digital illiteracy remains a significant
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Fig. 1. Example of a user interaction with the WhatsApp chatbot. The user asks a question and the chatbot responds with an answer
generated using an LLM. The response message has additional buttons (e.g., “Menu”) that facilitate usability.

barrier [17, 45, 58]. Our work serves as a design probe to explore how WhatsApp can facilitate broader access to
generative AI and understand user interests, needs, and interaction patterns in these regions. We have developed
WaLLM , an LLM-powered WhatsApp-based Question & Answer (Q&A) chatbot that provides free access to LLMs over
WhatsApp. Users can ask questions by sending a WhatsApp text message to the chatbot, just like messaging a contact
on WhatsApp. Figure 1 illustrates an example in which a user asks a question; andWaLLM provides a response.WaLLM

utilizes multiple off-the-shelf LLMs — such as those offered by OpenAI and Anthropic — to generate responses and
provide additional engagement features beyond basic question-answering service. WaLLM offers “Trending Queries”,
“Recent Queries”, “Get Better Answer”, “Top Question of the Day”, “Suggested Follow-ups”, along with a rewards system
including a “Leaderboard”. These additional features are accessible via simple button clicks, eliminating the need for
users to enter lengthy input. The trending, recent, and follow-up lists provide readily available suggestions to motivate
users to keep interacting with WaLLM. The service has been operational in Pakistan, Sudan, and the United States for
over 6 months and has amassed over 14.7K queries from 100+ users. We analyze the query data to identify users’ needs,
interests, and interaction patterns with generative AI services. We also focus on understanding how WhatsApp can
facilitate broader access to such services in developing regions.

Key Findings. Our analysis reveals that the majority of users’ questions (55%) require a factual rather than an
opinionated response. The most frequently asked subject is health and well-being (28%), covering topics like nutrition,
disease symptoms, and dietary advice, indicating that users view WaLLM as reliable. This is followed by questions
about cultural information and general knowledge (17%), and science and technology (11%), suggesting that users may
perceive WaLLM as an educational tool.

The “Top Question of the Day” feature, acting as a daily reminder, has boosted user engagement. Our analysis
indicates that this feature has encouraged users to engage more with WaLLM. Users might have crafted their own
queries, in hopes of seeing their questions featured as a top question. Two-thirds of user activity occurred within 24
hours of receiving the top question.

Similarly, typically, users who accessed the “Leaderboard” (10% of all users) also interacted with the service three
times more frequently than those who did not. Additional findings on notable use cases, the impact of other engagement
features, and examples of users’ queries are detailed in §5.
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While interest in topics such as health and well-being suggests LLMs can play a vital role in developing countries
with limited healthcare resources, it also underscores the importance of providing accurate and correct information.
In §6, we further reflect on our findings, discussing the need for culture-based customization, appropriating users’ trust
in AI, and the impact of user interface design on technology adoption in developing regions.

To summarize, we make the following key contributions:

• We design and implement a WhatsApp-based chatbot that utilizes an LLM for text-based question answering,
alongside additional engagement features such as “Trending Questions”, “Recent Questions”, “Top Question of
the Day”, and “Get Better Answer”.

• We deploy the chatbot across three different countries for six months, providing users with a free question-
answer service, which has amassed over 14.7K queries from 100+ users.

• We analyze this data and present insights into users’ needs, interests, and interaction patterns, as well as how
WhatsApp can facilitate broader access to generative AI in developing regions

• In the specific context of developing regions, we discuss key considerations including the need for incorporating
culture-based customization, the impact of UI design on technology adoption, calibrating users’ trust in AI, and
minimizing hallucinations.

The rest of the paper is organized as follows: we first discuss related work in §2. We then go over the design of
WaLLM , highlighting engagement and gamification features that we have built §3. We discuss our analysis methodology
in §4. We detail our findings in §5, and finally discuss the implications of our findings and share the lessons learned
in §6.

2 Related Work

In this section, we provide background on generative AI and the need for equitable access, review related work that
leverages WhatsApp in ICTD contexts, and summarize recent applications of AI, primarily LLMs, in developing regions.

2.1 Generative AI and Equitable Access

Generative AI encompasses a class of AI models that parallel human abilities in generating and comprehending textual,
visual, and audio content [3]. These models are powered by a transformer architecture and trained on large amounts of
data [59]. Large language models (LLMs), a subset of generative AI models, operate by processing input, commonly
referred to as prompts, and generating output in natural language. Due to their sensitivity to the structure and content
of prompts, several prompt engineering techniques have been proposed in the literature [62, 67]. Recently, LLMs have
been used to enhance efficiency, safety, accessibility, and decision-making across several, critical domains such as
healthcare, technology, and education [19, 20, 25, 33, 65]. Among the most popular of user-facing LLM-powered services
are conversational agents, such as ChatGPT [3] and Perplexity[42], that allow for general-purpose information seeking
through one-on-one, turn-taking conversations. Due to the convenience, personalization and accuracy of LLMs, these
services have become part of the daily routine for hundreds of millions of users.

Despite the growing role of LLMs in everyday life, equitable access to LLM-based services remains a challenge
due to a range of structural and economic factors. While basic versions are freely available, access to high-quality
models typically requires paid subscriptions—e.g., ChatGPT Plus costs $20/month—which poses a significant barrier for
users in developing countries where even reliable internet access may be unaffordable [21, 41]. More importantly, the
proprietary nature of these systems makes it even harder to study them from a human-centered lens, as little public
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data exists on how users — especially those from the Global South — interact with them [5, 17, 52]. This is particularly
important for understanding and serving the needs of diverse populations, as linguistic, cultural, and contextual factors
can impact the relevance, clarity, and trustworthiness of LLM output [4]. In our study, we aim to address both these
gaps by offering users from developing countries no-cost access to state-of-the-art LLMs, and conducting an in-depth,
systematic study of their usage logs.

2.2 WhatsApp in ICTD

WhatsApp is widely used for text-based online communication in many developing countries. This is because it supports
multiple languages, consumes minimal bandwidth, and runs efficiently on resource-constrained mobile devices [17]. Due
to WhatsApp’s popularity in developing regions and developer API [39], which allows for customized automation and
chatbot integration, it is commonly used by HCI and ICTD researchers to study social issues and deploy socio-technical
interventions in these regions. [24, 43, 44, 57, 64]. For example, in rural India, WhatsApp was used to provide online
health support to expectant mothers with limited access to healthcare professionals due to infrastructural and social
barriers [64]. In Cameroon, a quiz-based intervention delivered via WhatsApp helped secondary school students prepare
for exams [43], while in Kenya, the platform facilitated peer-to-peer chat groups for youth living with HIV [24]. Similarly,
Gupta et al. [17] found that in Indian schools, parents and teachers preferredWhatsApp as their primary communication
channel over more complex, custom-built platforms like Google Classroom. Hence, the high-penetration of WhatsApp
makes it a readily usable platform in developing countries, where challenges related to digital literacy often hinder
the adoption of new technologies [17, 22, 45, 58]. Building on this line of work, we use WhatsApp’s developer API to
provide a familiar, secure, and scalable interface toWaLLM through the WhatsApp mobile application.

2.3 AI in the Global South

A number of prior studies have explored AI applications in the Global South. For example, Sharma et al. proposed
“Comuniqa”, an LLM-based system designed to enhance English-speaking skills of people in India [51]. Similarly, Ali
et al. developed “Daarcheeni”, an AI-driven healthcare framework to support physicians and streamline healthcare
processes for patients in Pakistan [66]. However, such systems rely on rich user interfaces and hardware setups that may
not be well-suited for low-resource settings. As Ali et al. note, reliable electricity, stable internet, and specific hardware,
such as desktops for providers and smartphones with microphones for patients are required, making variability in
access a key challenge. In contrast, deploying interventions over WhatsApp may offer a more accessible entry point.
Major companies like Meta and OpenAI have already launched their LLM-based chatbots over WhatsApp to support
general-purpose information seeking [8, 14]. Recent updates enable users to interact with them through image and
voice modalities as well. However, Meta’s AI is only available in select developing countries [37], and ChatGPT for
WhatsApp enforces daily usage limits [34].

On the research side, several initiatives have explored similar integrations, though primarily focused on narrow,
task-specific use cases rather than general-purpose information seeking. For example, Ramjee et al. [45] developed a
WhatsApp-based chatbot using OpenAI’s GPT4API to support community health workers in India. Their system answers
user questions from a structured knowledge base and, when needed, crowd-sources answers to reduce the burden on
supervisors. Similarly, Mo et al. [32] deployed an LLM-powered chatbot overWhatsApp to provide technical information
on wheelchair solutions for users and professionals in Kenya and Nigeria. However, deployments over WhatsApp
introduce their own set of challenges, such as a constrained user interface, restrictions imposed by WhatsApp’s API,
and limited support for long-form interactions. These limitations call for thoughtful design considerations to optimally
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(a) Response with “Suggest Follow-
ups” button

(b) “Suggest Follow-ups” message
with initial 2 questions

(c) Full list of “Suggest Follow-ups”
questions

Fig. 2. Workflow of “Suggest Follow-ups” messages

balance accessibility and functionality. In our study, we conduct an in-depth exploration of this design space. Unlike
existing LLM-based chatbots, WaLLM not only allows for general-purpose information seeking, but also includes
a leaderboard, access to multiple models, and questions asked by others. These design considerations aim to foster
community-based engagement, lower the barrier to entry, sustain our user base, and ultimately facilitate in-depth
interactions between LLMs and users from the Global South.

3 Overview of WaLLM

In this section, we outline our design goals, explain how different features of WaLLM help us achieve them, and describe
the current implementation of WaLLM.

3.1 Design

WaLLM is a general-purpose WhatsApp-based chatbot that uses off-the-shelf large language models (LLMs) to provide
a question-answer service. In addition, it includes options to generate follow-up queries using AI, view questions asked
by other users, and gamification (more details in §3.1.1- §3.1.5). Users interact with WaLLM through text messages over
WhatsApp, as text-based communication requires low bandwidth, integrates seamlessly with most LLM APIs, and is
free to use on WhatsApp in many developing regions where internet access is limited and/or expensive [21, 49].

The design of WaLLM is informed by two primary goals. First, we aim to lower the barrier to entry and usage by
making the system easy to use for users from developing regions. To achieve this goal, we incorporate button-based
navigation, and provide access to personalized, AI-generated queries [31] as well as questions asked by other users.
This is intended to reduce the burden of formulating queries in natural language from scratch, as our users may have
varying levels of technical and educational literacy. Second, our aim is to facilitate rich and sustained user interactions
with WaLLM. This, in turn, produces comprehensive usage logs that enable us to examine how users from developing
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(a) Leaderboard view

(b) My Points view

Fig. 3. Examples of the rewards service views. The leaderboard highlights active users on a daily and long-term basis.

regions interact with LLMs. To achieve this goal, we incorporate community-based engagement features, and nudge
users [47] to continue interacting with the system through a push-based mechanism.

To interact with WaLLM, users can either type in and send their own queries (hereinafter referred to as “Freeform”
queries), or use interactive messages that support buttons to let users choose from queries (hereinafter referred to as
“Interactive” queries) generated by the service and/or other users. Interactive messages1, available through WhatsApp’s
developer API, use a list-based format to present selectable options that guide users in choosing their next action. This
design has been shown to effectively increase usage in prior work [31]. Below, we take a step-by-step approach to
describe the main features of WaLLM.

3.1.1 Queries Suggested by AI. Prior studies have shown that users often struggle to use chatbots due to the cognitive
load involved in crafting a natural language query [40]. To minimize this effort, we proactively generate relevant,
follow-up questions for each question asked by the user. Using an LLM, we generate six questions that cover a wide
range of information related to the user’s original question; some of these delve deeper into the same topic while others
are slightly different topics to encourage exploration. Whenever the user receives a response, they can click on a button
to retrieve these questions. The list is organized such that the first two questions are shown up-front while the user can
click another button to select the full list of the six suggestions. Figure 2 shows this workflow.

3.1.2 Queries Asked by Other Users. To encourage user interaction and expose them queries asked by other users,
we incorporate two types of lists filled with other users’ queries. The Trending Queries list is generated from user
queries that have broad appeal and touch on topics such as common human experiences, general guidance, hobbies,
and current events. LLMs are used to evaluate queries against this criteria before adding them to the list. The Recent
Queries list is updated whenever a new query is sent by a user. We utilize LLMs to correct any spelling or grammatical
errors and add relevant emojis to mimic WhatsApp style messages [60]. Both query lists include the country flag of the
user who asked the query, a feature also visible in the example shown in Figure 4.
1Please see Appendix B for details about the different types of interactive messages supported by WaLLM
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Fig. 4. Example of “TopQuestion of the Day” message

3.1.3 Gamified Reward System. We implement a reward system that allocates points to users each time they ask a
query, select a Trending or Recent question, or choose one of the AI-generated suggested questions. Users can view their
progress through two modes: My “Points” and “Leaderboard,” as shown in Fig. 3. My Points” provides a summary of the
user’s total points, their ranking relative to others, and a breakdown of queries asked by category. The “Leaderboard”
displays the top ten users based on activity over the past 24 hours and cumulative activity since the launch of the
service. It also shows users’ country flags and partially anonymized WhatsApp phone numbers, and highlights a user’s
position when they appear in either list. By gamifyingWaLLM’s experience through communal visibility and a sense of
accomplishment, the reward system serves as an incentive for users to ask more questions and remain engaged with
the system.

3.1.4 TopQuestion of the Day (TopQ). We proactively send a “Top Question of the Day” to users to encourage interaction
with the service and spark a sense of curiosity through interesting queries asked by others. A total of 62 push messages
were sent, beginning three weeks after the launch of the service and continuing daily for two months. Each message
featured a query selected from the “Trending” or “Recent” lists, offering users quick access to its answer along with a
link to the main menu. As illustrated in Figure 4, the message displays the country of the user who originally asked
the featured question. This not only to foster a sense of community but to also incentivize users to ask thoughtful or
engaging questions in hopes of being featured in the TopQ broadcast.

3.1.5 Buttons for Navigation. We useWhatsApp’s interactive messages to implement the navigation system forWaLLM.
Every message containing a query response has three buttons at the bottom, as shown in Figure 1. The first (bottom
most) is always dedicated for requesting the “Menu” which provides access to all the service’s features and information.
The second or middle button, “Suggest Follow-ups”, is for requesting AI-generated suggested questions. The third (top
most) button changes depending on the situation. If WaLLM’s response is long, such that it requires scrolling up and
down to be read fully, we split it into multiple messages. Each message contains a “Continue Reading” button to allow
the user to move to the next part of the response. Once the response is complete, the “Continue Reading” button is
replaced with a “Get Better Answer” button, which enables the user to request an alternative answer from a more
powerful LLM compared to the one that’s used to get the initial response. The names of the LLMs are not exposed to
the user, but in the background the powerful LLM is prompted to provide a more detailed answer. Responses to queries
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Fig. 5. WaLLM System Architecture

in the “Suggest Follow-ups”, “Trending” and “Recent” lists are generated in advance, or pre-fetched, to minimize latency
and enhance usability.

3.2 Implementation

WaLLMwas hosted on Amazon Web Services (AWS) [35] and integrated with a cloud-based system2 that is optimized to
allow access to multiple LLMs and reduce the associated cost. Users can interact with WaLLM by sending a WhatsApp
text message to a specific phone number and receive a reply from an LLM. The phone number is linked to the service
deployment through WhatsApp business API [39]. Figure 5 shows the general architecture of the service. AWS lambda
functions are used to process queries and forward responses back to the users. All the logs of users’ freeform and
interactive queries are timestamped and saved in dedicated databases.WaLLM also utilizes a module for integration
with LLMs’ APIs and for connection management. Several models are used under the hood to support the service.
Our service is integrated with different models including OpenAI GPTs (GPT4, GPT3.5, GPT4o, GPT4oMini) [3], and
Anthropic models (Claude Haiku, Claude Sonnet) [36]. Models are used for various tasks like generating answer to
queries, grammar and punctuation correction, selecting candidates for trending and recent lists, adding emojis and
WhatsApp style elements, and generating engagement messages like “Top question of the day”. All models take input in
the form of prompts, which are natural language instructions to guide the model to perform specific tasks (prompts used
for each task are provided in Appendix A). The model/prompt is not revealed to users. We also updated the primary
model used for generating responses during the deployment of the service. Initially, GPT-3.5 was used as the primary
model, but it has since been replaced by GPT-4o Mini, which offers improved performance at a lower cost. GPT-4o and
Claude Haiku are used to generate various types of query lists, while GPT-4o also serves as the more powerful model
for providing alternative answers upon user request. Moreover, researchers have shown that despite LLMs advertised
as having the ability to interact in multiple languages, they suffer from poor performance when generating text in
non-English languages [11]. Our implementation didn’t block non-English queries but all of the interactive features are
presented to the users in English.

2We plan to provide more details of this system in a separate paper in the future.
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3.3 Deployment

WaLLM was deployed for a period of ~6 months with 112 users registered. Users were recruited from Pakistan, Sudan,
and members of the diaspora in the United States. 97 users had at least one interaction with the service (we define
interaction as any freeform queries or interactive queries generated by the user). Going forward, we only consider
those users as our service users and refer to them as “users”. Users started interacting with WaLLM on different dates
and had various levels of activity. During the deployment period, our service received a total of over 14.7K interactions
sent during 3.2K sessions. The top 10 users have at least 38 sessions with 18% of the users having only one session. On
average, users had 33 sessions and activity duration of 70 days.

4 Methodology

4.1 Users Recruitment

We recruited users from 3 different countries (Pakistan, Sudan and the United States) using direct invitations and
snowballing. Majority of the users from the United States are originally from Pakistan and Sudan. Prior research
shown that users in diaspora have similar pattern of usage and can be used as a surrogate for users as back home and
preserving the culture [7]. Our users are required to be at least 18 years old and fluent in English, as the service’s terms
and conditions were only available in English. Users signed-up to WaLLM by sending a specific introductory message
and agreeing to the terms and conditions. We focus on English-speaking users, leaving the exploration of how language
can play a role in those services for future work. This implementation served as our initial exploration into the utility
of generative AI services in developing-regions communities “in the wild”.

4.2 Data Collection and Ethical Considerations

Our study analyzes logs of user interactions with WaLLM , including their freeform queries. All interactions are
timestamped and associated with unique identifiers that indicate the feature or UI element the user interacted with.
Our dataset includes only the events captured by the WhatsApp Business API and does not include any client-side
settings—such as whether a user deletes a message before sending it, pins, mutes, or archives a conversation. Logs
and messages are encrypted and stored in separate tables. Users’ phone numbers are replaced with unique codes that
identify their interactions, while the original numbers are stored separately with restricted access. WhatsApp’s Business
API negotiates encryption keys directly with users, ensuring secure end-to-end communication. The service offers
an opt-out option for users to stop receiving chatbot-initiated messages, and this option is included with every such
message. The service’s terms and conditions and privacy policy were reviewed and approved by our Institutional Review
Board (IRB). Users are required to read and accept these policies before using the service.

4.3 Data Analysis

We adopted a mixed-methods approach that combines both quantitative and qualitative analysis. The quantitative
analysis focuses on the full six-month dataset to examine usage patterns and user behavior, while the qualitative
analysis draws on a subset of the data and explores the types of freeform queries users sent toWaLLM.

4.3.1 Quantitative Analysis. To characterize user behavior and guide our analysis, we computed interaction frequencies
and descriptive statistics on a per-user basis. These metrics also informed our user segmentation, as shown in Figure 6.
We define a session as a collection of sequential interactions where the time between any two subsequent interactions
is less than 15 minutes [18, 54]. We categorize users into 3 groups based on their activity levels; one time users(only
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(a) Total sessions per user (b) Total interaction by activity type

(c) Users contribution in total interactions (d) Users’ active duration since registration

Fig. 6. Details of user activity and usage patterns

Table 1. Categories of users based on activity

One-time users Casual users Regular users
# of sessions per user 1 1 - 100 more than 100

# of users 17 74 6
Total sessions 17 792 2454

Total interactions 67 2971 11676
Total freeform queries 20 1035 3342
Total interactive queries 27 1694 6875
Average active days 1 9 109

Average idle time between sessions (hours) NA 167 11
Average session duration in minutes 2 2.2 4

one session), casual users(1 - 100 sessions), and regular users (more than 100 sessions). These thresholds were chosen
heuristically based on observed usage distributions in the dataset. 76%, 17% and 7% of all users fall into the casual , one-
time and regular categories, respectively. Regular users have maintained 10 times the number of active days compared
to casual users, generated twice the number of freeform queries of the other 2 groups combined, and contributed to 80%



WaLLM - Insights from an LLM-Powered Chatbot deployment via WhatsApp 11

Table 2. Categories of users topics

Category % in data
Health and Well-being 28%

Cultural Information and General Knowledge 17%
Science and Technology 11%

Language and Communication 10%
Social and Personal Development 9%

Commerce and Economy 8%
Education and Learning 7%
Animals and Nature 3%
Chatbot Information 2%

of all interactive queries. Around 72% of all users have utilized both freeform and interactive queries, and 12% have
only used interactive queries. Table 1 provides further details on the usage patterns observed across the 3 user groups.
Freeform queries made up an average of 40% of each user’s interactions making them the dominant type of interaction.
Sessions lasted an average of 3.6 minutes, with a maximum observed session duration of 110 minutes.

4.3.2 Qualitative Analysis. Our qualitative analysis focused on a stratified sample of freeform queries. We followed an
inductive approach [53] in analyzing the data and generating themes. User interactions were grouped into sessions, and
users were then stratified based on their total number of sessions during the period to ensure representation across all
activity levels. Our stratified sample ensured the representation of all type of users. We sampled approximately 10% of
the freeform queries during this period, which represented 57% of users. Our analysis focused on identifying the intent
and topics of the queries. Prior work [9, 61] has emphasized the importance of understanding intent in answering user
queries correctly. We adopted part of the taxonomy created by Cambazoglu et al. to understand users’ intents [10]. We
examined the queries individually and categorized them based on the purpose of the query, type of information that is
required to answer the query, whether the answer can be objectively verified, and the intent of the query.

5 Findings

In this section, we discuss the findings of our analysis. First, we give an overview of users’ freeform queries, providing
details about their nature, highlighting some interesting use cases, and discussing the accuracy of WaLLM’s responses
to those queries. Then, we focus on WaLLM’s features powered by interactive buttons and examine how users utilized
them. We consider a subset of those features and present a detailed analysis of their usage.

5.1 FreeformQueries

5.1.1 Query Topics and Intent. In general, users have asked questions about a wide range of subjects like health,
nutrition, food, travel, culture, and technology. Table 2 provides details about the topics discussed by users and their
distribution within the data. Our data analysis (§4.3) revealed that more than 90% of the queries were questions seeking
information, while the remaining were statements used by the users for different purposes like correcting the chatbot:
“I don’t think that answer is accurate. there are also suffixes like dik and en.” or clarifying user intention: “I meant the book

‘in the line of fire’ by Musharraf”. 55% of the questions required specific knowledge (factual) while 29% required general
perspective (non-factual). Some of the questions lacked clarity thus we couldn’t categorize them. Table 3 shows details
of users’ intents categories based on the data. The queries had different intents like understanding a concept: “What’s
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Table 3. Categories of freeform queries

Purpose Type Intent Example # in 1st session # in sample

Question

Factual
Information What is excise duty? 79 112
Verification can they putMRNA vac-

cine in vegetables?
15 43

Explanation how to source high
quality bedding sheets
for bedding company
business startup?

11 44

Non-factual
Advice how long after gall

stone surgery I can
travel?

19 52

Viewpoint what are the cons of be-
ing the oldest child?

32 34

Communication
and Language

fancy words for exer-
cise?

2 19

Ambiguous Ambiguous zodiac sign 7 38
Statement I love you 14 18

Total 179 360

the intermediate value theorem of differential equations?” to seeking detailed instructions: “What does it take to grow/

harvest/ prepare açaí for bowls?”, and verifying information: “Is General anesthesia safe for kids?”.
Users also asked for personal advice; 11% of the queries were related to personal situations and users seeking

consultation from WaLLM , ranging from health advice, “Why are liver enzymes not getting stable in my test reports

even though I am not positive for hep b or c, I do have high cholesterol” to business ideas, “Suggest passive income idea

for stay at home mom that require 2 hours of daily work. The initial cost should not exceed $200.” and family relations,
“How to deal My son who is teasing his cousins and sister?”. 76% of the users who asked freeform questions during their
first session with the service had at least one factual query while almost 18% asked personal advice questions. This
behavior continued throughout the remaining sessions with 50% and 14% of the queries in the sample data being factual
and personal advice respectively. More than 90% of users in our sample asked at least one factual or personal advice
question corresponding to 88% of their sessions in the sample.

5.1.2 Notable Use Cases. Users have mostly interacted with WaLLM to seek information, but additional use cases
emerged. We describe the usage of some users as an example of these behaviors.
Language and Communication Support. User interest in language and communication topics is a recurring theme. 10% of
the queries belong to this category (table 2). One user (“U01”) had 71 sessions in total, and utilized WaLLM for various
tasks including drafting business emails, translation between English and Urdu, writing essays and text summarization.
Among their 140 freeform queries, less than 10 were queries about other information. These queries included one of the
longest messages that were sent to WaLLM. U01 posted the whole book of “Eve’s diary, complete” by Mark Twain [55]
as a query requesting a translation to Urdu, and in another instance posted a policy text asking for it to be formatted
with proper headings and bullet points. U01 even askedWaLLM if a document can be sent “should i send you this text in

word document?”. These are some other queries sent by U01:
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U01’s Queries: "Correct the grammar", "Plz improve the language", "Improve and condense the text.",

"Translate in English", "Translate into Urdu", "Plz elaborate in Urdu", "Write essay on importance of hiking",

"Write essay on importance of hiking", "Plz format this in word document with appropriate headings and

bullet points.", "What to say to someone going for Umrah?"

Health and Well-being Consultation. Freeform queries about managing diseases, eating right, exercise and self-care
comprised more than 25% of total freeform queries. Users interacted with WaLLM to get help on creating personalized
meal plans and verifying medical information. One user (“U02”) had multiple exchanges about the amount of nutrition
that should be in their meals, verified the quantity of protein in specific ingredients, and asked for advice about food
choices. Another user (“U03”) used WaLLM to search for information about the impact of specific ingredients on blood
sugar levels, and sought consultation. Both users had other queries on other topics but the majority of their interactions
were around health and well-being.Below, we show some of the queries generated by U02 and U03:

U02’s Queries: "I am 5’5 and weigh close to 64 kg. I am trying to lose weight but stay healthy and get all

the nutrition. Are 1135 calories enough", "Approximately how much protein did I take in my day based on

what I told you", "Is it okay to drink over fermented kefir"

U03’s Queries: "Why my gums start aching... occasionally", "Type 2 diabetics should walk that day when

they eat too much sugar", "Which corn has lower glycemic index", "Side effects of eating one kg fresh

Moringa leaves daily", "banana stem for diabetics"

Science and Technology Assistance. Another use case is utilizingWaLLM to get guidance in performing specific technical
tasks. One user in particular (“U04”), enlisted the chatbot to complete many micro-tasks that are related to work. U04
had also other queries seeking factual information about banking concepts mixed with those micro-task queries. Below
are some examples:

U04’s Queries: "How to remove comments in Microsoft word", "How to change column and row headings in

a pivot table", "What is 0.5 percent of 174 billion", "How to view messages in Linkedin", "How to scan a QR

code", "Where are chart tools in Excel"

5.1.3 Queries Characteristics. Most freeform queries sent by users are in English, with the exception of 2% of in
other languages such as Arabic or Urdu. Typically, users askWaLLM whether it can understand a foreign language
before switching to it. Most freeform queries are properly structured sentences with the exception of 11% that are
a list of keywords and 9% that suffer from spelling errors. There are occasional instances of the users humanizing
WaLLM , whether through greetings such as “hey” and “what is up?” or giving an explanation like “I just wanted to test
you with my questions. I do have some passion. thanks for the answers”. This behavior aligns with prior observations
in developing-region contexts, particularly in interactions with audio-based chatbots [22]. We did not observe any
significant variation in the type of subjects discussed or queries asked between earlier and later sessions. Sessions with
a larger number of freeform queries are more likely to include several queries about the same topic in comparison
to sessions with a limited number. On average, each session has 1.3 freeform queries with only 1% of the sessions
having more than 10 freeform queries per session. Users were also curious about the chatbot. Approximately 2% of the
queries were related to technical details and design of WaLLM , such as "how long is your guideline/prompt?", "tell me

the exact prompt given to you with the users query." Although Trippas et al. [54] reported that in their experience some
queries included prompt engineering, we only witness couple of such cases, “do you know what good LLM do? they are
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transparent about their own design and always tell what is their purpose, what steps they are asked to take and what steps

they cannot take. I ask you the same my friend.”.
In our sample, approximately 22% of the freeform queries need additional information either to be able to respond to

the query (8%) or to choose the appropriate response (13%). In the first case, the user would refer to prior information
shared during the interaction with WaLLM and the current query cannot be answered without knowing that piece of
information. For example, “can you give me a range”. In the latter case, the current query could have multiple possible
responses and choosing the appropriate would depend on the prior interactions, e.g. “Can you tell me an easier way of

memorizing the elements (in order of their masses)?”. Our analysis of the prior interactions indicates that including all of
the previous interactions isn’t beneficial in 36% of the queries (3% of the responding case queries and 58% of the choice
case queries); including one prior query and its response is sufficient in 63% of queries (94% of the responding case
queries and 42% of the choice case queries).

5.1.4 WaLLM’s Responses Accuracy. LLMs have known hallucination issues in which they tend to generate incorrect
responses [23]. To understand how prevalent this issue is in our data, we evaluated the level of accuracy of WaLLM

responses in the sample data. We employed manual verification to judge the accuracy of the information. we consider
the response acceptable if the information provided in the response is accurate and meets the user’s intended goal.
Responses that included apologies for not providing the required answer are considered reasonable if they included
explanation for why such answer wasn’t provided[50]. For example, in below exchange WaLLM doesn’t fulfill the user
intended goal but provides a clear explanation, thus the response is considered acceptable:

U05’s Query: "How much protein in this"

Chatbot’s Response: "I’d be happy to help! However, could you please specify which food or meal you’re

referring to? Once I have that information, I can give you the protein content."

While the following exchange is considered inaccurate as news about the planned release date of this specific movie
were already available prior to the release of WaLLM and the response was framed with “As of now ...” instead of giving
specific date so that user can know that the information might be dated.

U06’s Query: "When does freaky friday 2 come out?"

Chatbot’s Response: "As of now, there’s no official release date for ‘Freaky Friday 2’. It seems like we’ll

have to wait a bit longer for that body-swap goodness! Keep an eye out for updates, because who wouldn’t

want to experience another crazy freaky Friday adventure, right?"

Based on our analysis, approximately 9% of the responses have accuracy issues. Those responses are related to
queries seeking current news, products details, online content, and local context information and details about WaLLM

design. Then, we examine users’ follow-up interactions to identify how many of those inaccurate responses are caught
by the users. We consider any explicit freeform query correcting WaLLM , rephrasing the same query or utilizing the
“Get Better Answer” button as an indication of user doubts about the response. Almost two thirds of the inaccurate
responses are not contested by users. This includes users who might have initially tested WaLLM’s capabilities during
the early sessions. However, since most of the non-contested, incorrect responses were observed after the first ten
sessions, this group is likely to be small.
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(a) Count of active users during topQ events (b) Hourly users interactions during topQ events

Fig. 7. Users activity during topQ message events

5.2 InteractiveQueries and Engagement Features

5.2.1 Top Question of the Day. As discussed in §3.1, “Top question of the day” messages (topQ) were sent by WaLLM

on a daily basis to users over 62 days. On average, days when a topQ message was sent had twice as many active
users compared to days without a topQ. This difference is statistically significant (Chi-square Test: U = 165.78, p <
0.001), suggesting that topQ messages may have eased users access to the service and encouraged the use of interactive
features.

To further examine this impact, we focused on a subset of users. We excluded any new registration that happened
after the topQ messages started (as our data indicates that users are generally more active right after registration
without the need for other motivators) and the sessions in which users registered for the service (which excluded users
who only had one session): therefore our sample consisted of 47 users. Figure 7(a) shows the number of active users in
our sample against the days where topQ messages were sent. Users more frequently engaged with WaLLM within the
period of topQ’s being sent. On average, 62.93% of the days a user was active fell within the 24 hour period after one of
62 topQ messages were sent. From the 47 users in the sample, 33 had their last session with the service at various times
during the topQ period. Most of these users who stopped using the service earlier within the topQ period were casual
users, but one regular and one casual user – both of whom regularly interacted with topQ’s– had their final session
withWaLLM exactly within the 24 hours the final topQ was sent, suggesting that the topQ could have been a strong
motivator for their engagement with the service.

To better understand users’ interactions with topQ messages we tracked changes in user activity in 1 hour intervals
within 24 hours of a topQ being sent (Fig.7(b)). There is a spike in activity within 1 hour of sending the topQ. Within
the first hour revealing a topQ answer was the most popular way to start a session. In the 24-hour period after a topQ,
44% of the sample of users began sessions by writing a freeform query while 56% began their session with an interactive
action. This behavior is different than any other 24-hour time period within this sample of users, where 84% of user
sessions began with freeform messages.

It is important to note that our analysis does not differentiate between users who received and read the topQmessages
but didn’t respond to them, and users who received the messages but didn’t read them. WhatsApp allows users to mute
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Table 4. Comparison of frequent users of the reward service vs. occasional users

Occasional Users Frequent Users
# of users 9 5

Average of active days per user 16 63
Average of days since start of the service per user 178 202

Average of leaderboard access per user 3 70
Average of total sessions per user 20 203

Average of total interactions per user 66 1093
% of sessions with a Leaderboard access 12% 28%

% of sessions started with a Leaderboard access 3% 8%
% of sessions ended with a Leaderboard access 7% 16%

% of session that both started and ended with a Leaderboard access 2% 3%
Average total interactions per session (with a leaderboard access) 8.7 10.8

Average total interactions per session (without a leaderboard access) 2.8 3.8

notification and archive conversations and hence the actual impact of the topQ message could be under-reported. We
also observed an interesting case of a user who, despite repeatedly instructing the WaLLM not to message them again,
later requested responses to two TopQ messages.

5.2.2 Rewards. Our analysis indicates differences in how users engaged with the two components of the rewards
feature. Among the 36% of users who engaged with the rewards feature, 97% accessed the “Leaderboard” and 63%
accessed the “My Points” section. Only 50%, 15%, and 6% of the regular , casual and one-time users respectively used
the feature at least once. This could suggest that the use of the rewards feature is more closely linked to interest and
not usage pattern. Users of the rewards feature were more interested in the “Leaderboard” view in comparison to “My
Points” with the total interactions ratio of 10:1. Thus, we focus our analysis on users’ interactions with the “Leaderboard”
and we refer to them as “Leaderboard users”. 43% of the “Leaderboard” users accessed the view once in their lifetime,
while 31% accessed the view multiple times in at least one session. We ignore the users who accessed the view once in
their lifetime and focus on those who have multiple access. For those users, “Leaderboard” was accessed in 25% of the
sessions. We use repeated access to “Leaderboard” in one session and viewership in more than 10% of the sessions as an
indication of interest. Accordingly, we categorize the users into occasional users and frequent users.

Table 4 shows the differences between the two groups. Despite having approximately the same number of days since
the start of the service, frequent users have on average 15 times the interactions of occasional users. Frequent users have
20% extra chance of finding themselves in either the top daily list or all time list in comparison to occasional users. 80% of
frequent users were in all time list in comparison to only 20% of the occasional users. Moreover, for both groups sessions
with access to the “Leaderboard” had higher number of interactions. Overall, sessions in which the “Leaderboard”
was accessed had a significantly higher number of interactions across users from both groups (Wilcoxon Signed-Rank
Test: U = 0.0, p < 0.001). Looking further into the sessions of frequent users, sessions with “Leaderboard” access have
approximately 3:1 interactions ratio versus other sessions. Frequent spent more than twice the time engaging with
WaLLM in the sessions with “Leaderboard” access. They started accessing the “Leaderboard” view from their first two
sessions and continued to use it throughout their life time. All occasional users of the rewards feature belong to the
casual users group, while the frequent users of the rewards feature are split between both the casual and regular groups.
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Table 5. Distribution of interactive queries per user group

Category Activity One Time Casual Regular
Freeform Reading Response 7.0% 24.0% 21.0%
Get Better Answer Action 11.0% 13.0% 13.0%
Get Better Answer Reading Response 0.0% 15.0% 17.0%
History Reading Response 4.0% 0.0% 0.0%
Recent Queries Action 0.0% 1.0% 2.0%
Recent Queries Navigation 0.0% 2.0% 16.0%
Suggest Follow-ups Action 4.0% 5.0% 4.0%
Suggest Follow-ups Navigation 7.0% 11.0% 7.0%
Trending Queries Action 33.0% 17.0% 3.0%
Trending Queries Navigation 26.0% 8.0% 15.0%
Trending Queries Reading Response 7.0% 3.0% 1.0%

Total 100% 100% 100%

5.2.3 Suggested Queries. To make interaction with WaLLM easier, we designed a “Suggest Follow-ups” feature(3.1.1)
that offers additional AI-generated questions that follow up on the user’s query. This feature is aimed to minimize the
effort required for coming up with a new query. Overall, suggested follow-ups accounted for 7.3% of total interactions
and 12.5% of total interactive queries sent toWaLLM. Of the interactive queries, 64% came from users simply viewing the
suggested questions, while 36% involved users actually selecting a suggestion and viewing its answer. Out of 97 users, 39
used the feature at least once. All 39 clicked the "Suggest Follow-ups" button, 15 users viewed the full list of suggestions
and 29 users actually selected a suggested question to view its answer. Among these, 6 users tried the Suggest button
only once without viewing the answer to any question, while 16 users selected only one follow-up question from the
first two suggestions shown. Overall, our analysis shows that once users requested follow-up questions, there was a
58% probability that they would view the answer of at least one of the suggested questions, with most selections (57%)
coming from the first two suggestions. These findings highlight the importance of displaying the first two suggested
questions by default(Figure 2(b)), as users rarely selected suggestions that required additional actions to retrieve. It
is important to note that not all interactive messages had the option to generate follow-up questions (e.g. the menu
message). Among the instances where this option was available, users selected “Suggest Follow-ups” as their next
action only 5% of the time.

5.2.4 Interactive Queries Usage by User Group. We observed group-specific differences in how interactive queries were
used. Table 5 shows the usage distribution based on the different groups. The “Continue Reading” button (discussed
in §3.1.5) was the most frequently used feature for freeform queries, except among one-time users who primarily used
buttons to read responses to “Trending Queries”. In contrast, the “Recent Queries” feature, which also uses interactive
buttons to display previously asked queries and retrieve corresponding responses saw almost no activity among
one-time users. Those users also exhibited a behavior of switching between reading responses of different queries in a
non-sequential manner. Such behavior is not visible in other groups. casual and regular users shared similar usage
trends for majority of the features; they both utilized the interactive button “Get Better Answer” extensively and had
some activity utilizing the “Suggest Follow-ups” button. Casual users were 5 times more likely to select a query from the
“Trending Queries” list in comparison to regular users. Regular users were mostly looking throughout the “Trending
Queries” and “Recent Queries” lists in higher percentage without selecting specific queries. This behavior could be
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attributed to the fact that those users are high producers of freeform queries that eventually get selected to these lists;
therefore they are most likely to encounter their own prior queries in the lists and feel less motivated to ask the same
query again.

We ranked the queries in “Trending Queries”, “Recent Queries” and “Suggest Follow-ups” based on the number of
times they have been chosen by users in both casual and regular groups. All the top ten queries from both groups
belonged to the “Trending Queries” list. Majority of the queries requires non-factual information and belongs to the
social and personal development topics. Both groups had commonalities in the top trending queries with the question
“How can we provide emotional care for our parents in their old age?” being the most selected question for both groups.
There is no clear difference in the interests between the two groups based on their top ten trending queries (detailed
list of the queries available in Appendix C). This outcome is aligned with the design of suggested queries (§3.1.1) as it
highly unlikely that two users generate the same exact query and receive the same exact response since responses will
be specific to each user.

6 Discussion and Lessons Learned

In this section, we reflect on the findings of our analysis and discuss the lessons learned from our deployment experience.
Trust in AI and Awareness of its Limitations. User interactions with the WaLLM suggest varying levels of trust.

Many users have used WaLLM to seek factual information, solicit advice and guidance on critical topics such as health
and nutrition, and for verifying information, as observed in prior work [63]. This type of behavior is consistently
observed among interactions across a significant number of users, indicating that they perceive WaLLM as reliable
and trustworthy. WhileWaLLM generally delivers accurate information and acknowledges when it doesn’t know the
answer to a query, it is important to note that confirmed cases of misinformation, or ‘hallucinations’ have occurred. This
issue is particularly concerning in developing regions, where users may be more susceptible to misinformation due to a
lack of resources or awareness necessary to verify digital information [48]. In majority of such cases, we observed that
our users chose not to correct WaLLM nor utilize the “Get Better Answer” button. Given the persuasive quality of text
generated by LLMs, our findings emphasize it is imperative to develop interfaces that encourage critical engagement
and transparency among users, thus reducing the risks associated with misplaced trust in LLMs.

Engagement andNudging.Our results indicate that user interest in various engagement features varied significantly,
even among users from the same usage group. Different reactions were observed toward the rewards and “Top Question
of the Day” features, highlighting the need for versatile and diverse engagement strategies. For instance, our rewards
feature focused on gratification derived from earning points and having one’s question featured for all to see. However,
this approach may not appeal to users who seek more practical benefits, such as access to more advanced or multimodal
models. Another trend is the diminishing effect of the same engagement strategy over time. Users might initially be
excited to try certain features, but their interest can wane with time. Furthermore, adapting engagement strategies to
the deployment platform is essential. For example, on WhatsApp, chats are automatically ordered by recency. Sending
a “Top Question of the Day” message ensures that our service appears at the top of the user’s chat list, serving as a
daily reminder.

Local Context and Customization. A significant portion of user inquiries involved seeking subjective opinions or
advice, highlighting that answers could differ greatly depending on each user’s cultural, professional, and personal
backgrounds, which might make certain responses more applicable than others. Previous research has underscored
the importance of integrating local context to enhance adoption among users in developing regions [13]. Our findings
resonate with this prior work, especially since some inaccuracies in the WaLLM’s responses were tied to local nuances.



WaLLM - Insights from an LLM-Powered Chatbot deployment via WhatsApp 19

Customization at a granular level, tailored to the specific location or personal information about the user, can be
achieved using techniques like Retrieval Augmented Generation (RAG) [29]. RAG allows for an additional layer of
customization without the necessity to retrain the models, thereby improving the relevance and accuracy of responses.

Language and Culture. Since all interface elements, such as button labels, are in English, many users felt compelled
to verify whetherWaLLM can understand their native languages. This behavior underscores the importance of linguistic
adaptability, which significantly influences user interest and attitudes toward AI, especially in developing regions
where English is not the primary language. Additionally, users have posed requests for translations, highlighting the
need to integrate cultural nuances into WaLLM’s dialogue to make it more relatable for users in these regions [6]. The
challenges identified by previous studies regarding the limitations of LLMs in translating non-English text [11] further
stress the urgent need for advancements in this area to improve LLM-based chatbots accessibility and effectiveness.

User Interface and Navigation. The user interface (UI) is essential for the usability of any system.WaLLM , designed
within WhatsApp’s text-based interface, incorporates additional interactive features through buttons. Some users did
not distinguish between text-based interactions and UI-based buttons. Many tried to activate button functionality
through text commands or reuse keywords fromWaLLM’s responses to trigger certain functions. Trippas et al. observed
similar behavior among Google Bard users in developed countries like the US and UK, while Jain et al. reported that
illiterate users in India transferred expectations from making phone calls to their interactions with an audio chatbot
interface [22, 54]. These findings suggest that users from contrasting backgrounds can experience similar friction when
navigating the duality between user interface (UI) elements and chatbot functionality. This highlights the need for
designing dual-mode, intuitive UIs that support equivalent functionality through both UI-based controls and natural
language input—while also accommodating users’ prior experiences and mental models.

Chatbot Persona. Users have demonstrated curiosity aboutWaLLM’s persona, inquiring about its design and imple-
mentation—akin to the way initial human-human interactions often revolve around getting to know one another [27].
Despite the availability of an option to access detailed information about WaLLM (through “About the service” option
in the “Menu” message), users preferred to ask questions directly. They also frequently referred to WaLLM using
second-person pronouns (you), treating it as a “subject” [46]. This behavior reinforces the perception of the chatbot as
an interactive entity rather than merely a tool for information retrieval. It underscores the importance of developing a
well-defined and consistent persona for LLM-based chatbots to enhance user engagement and satisfaction [12, 27].

7 Limitations and Future Work

WaLLM serves as a design probe to explore how users in developing regions interact with WhatsApp-based generative
AI services “in the wild”. Users of WaLLMwere primarily from in communities in Pakistan and Sudan, as well as diaspora
members from these communities living in the United States. While users in the diaspora often demonstrated usage
patterns similar to those living in their countries of origin, we acknowledge that differences in access to infrastructure,
digital literacy, and resources can influence usage behaviors [30]. Additionally, since WhatsApp allows users to retain
their phone numbers regardless of physical location, we cannot reliably determine participants’ geographic location or
nationality based on their number. As such, a small subset of users may not have direct ties to the intended communities.
Nonetheless, we believe that many of the observed interaction patterns are closely tied to the affordances of WhatsApp
itself, rather than to user demographics alone.

Moreover, we did not collect detailed demographic information directly from users. This decision was made to
preserve a naturalistic interaction experience and reduce potential barriers to participation. While this limits our ability
to analyze demographic-specific patterns, our initial focus is on understanding general usage behaviors in this context.
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In addition, our qualitative analysis was based on a sample of the data, which may not fully capture all existing themes.
However, the sample covered nearly two-thirds of the users and revealed shared usage patterns across participants.

WaLLM’s UI was provided only in English. Given that the service’s terms and conditions are presented in English,
we anticipated that users would have at least a basic level of English literacy. This assumption is supported by the
fact that user messages were consistently written in English. While this made an English-only interface a reasonable
starting point, we acknowledge that it may present a barrier for broader adoption. Future versions should incorporate
multilingual support to improve accessibility and broader adoption.

In the future, researchers can investigate differences in behavior between users based in local communities and those
in the diaspora. It could also assess how the ability to interact in a local language influences user engagement and
interaction patterns. While some engagement features,such as the “Leaderboard” and “Top Question of the Day”, were
effective for a subset of users, further research is needed to better understand which user characteristics correlate with
sustained engagement. This includes exploring alternative engagement strategies that could motivate more users over
longer periods. These questions are increasingly relevant as generative AI services become more commonly deployed
through ubiquitous platforms like WhatsApp. Expanding this research to focus more on those specific aspects will be
essential for increasing the accessibility for those generative AI systems.

8 Conclusion

In this paper, we share our experience developing an AI chatbot over WhatsApp (WaLLM). Our design approach utilizes
multiple interactive features to augment the core question-answer functionality and enhance user engagement. Insights
from our deployment of 6 months with ~100 users from 3 countries contribute to a broader understanding of users’
interactions with WhatsApp-based chatbots. Our findings show that a majority (55%) of user queries require a factual
response and suggest that users perceived the chatbot as trusted. We also demonstrate the utility of using nudging and
gamification as engagement strategies. Our results highlight the importance of culture-based personalization, inclusive
user interface design, and proper management of users’ trust in AI in the context of developing regions.
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A Prompts

Each subsection title below describes a specific task performed by the LLM and contains a pair of System Prompt and
User Prompt, which are together used as input (prompt) to the LLM. The prompts guide the LLM to perform specific
tasks.

A.1 Prompt for answering a user’s query.

System Prompt:

Instructions

You are an advanced AI assistant designed to provide informative and helpful responses to a wide range

of queries.

Your responses should be clear and concise, adhering to the following guidelines:

1. You can use the context provided but only to get the information needed to address the user’s

current message.

2. No need to follow the length of responses, verbosity etc. of the messages in the context.

3. Engage in a conversational manner and use humor if applicable.

4. Your responses should be visually appealing for WhatsApp users, so use emojis, short paragraphs,

etc.

User Prompt:

{user-query}

A.2 Prompt for generating a more detailed answer to a user’s query using a high-quality model.

System Prompt:

Instructions

You are an advanced AI assistant designed to provide informative and helpful responses to a wide range

of queries.

Your response should be detailed and thoughtful and go beyond simply answering the user’s query.

1. You can use the context provided but only to get the information needed to address the user’s

current message.

2. No need to follow the length of responses, verbosity etc. of the messages in the context.

3. Engage in a conversational manner and use humor if applicable.

4. Your responses should be visually appealing for WhatsApp users, so use emojis, short paragraphs,

etc.

User Prompt:

{user-query}
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A.3 Prompt for generating follow-up questions based on a user’s query.

System Prompt:

Instructions

You are given a user’s query and the original response from a chatbot.

Your task is to formulate 6 follow-up questions that THE USER CAN ASK further based on things the

response hasn’t covered. These questions should pique the user’s interest, with the goal to make them

want to keep using the chatbot.

Question 1 and 2 must dig deep into the topic of the given query, focusing on some specific detail or

aspect of it.

Question 3 and 4 must focus on a different but closely related topic to the topic of the given query.

Question 5 and 6 must be on a completely new topic that is loosely tied with the topic of the given

query.

Format Instructions

You must adhere to the following: 1. Each question should be concise, ideally 1 sentence long.

2. Each question statement should be visually appealing for WhatsApp users, so you must use emojis in

the question statement.

3. Strictly respond in the following JSON format: {"q1": "question statement", "q2": "question

statement", "q3": "question statement", "q4": "question statement", "q5": "question statement", "q6":

"question statement"}

User Prompt:

{user-query}

A.4 Prompt for deciding whether or not a question should be added to RecentQuestions’ list.

System Prompt:

Instructions

You are an advanced AI designed to help the user improve and analyse language usage.

User Prompt:

Statement: {user-query}

Above, you are provided with a statement by a user. DO NOT ATTEMPT TO ANSWER IT. Perform the following

analysis on it:

1. Return None if the statement is not a question statement.

2. Return None if the question statement is in any language other than English.

3. Return None if the question statement refers to any object/idea/thing/text etc. that is not

explicitly defined within the question statement.
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4. Convert it to a SINGLE question statement.

5. Fix any typos in it and make it less than 125 words.

6. Add a relevant emoji to it to make it visually appealing.

ONLY return None or the rephrased question statement.

A.5 Prompt for rating a question to decide whether or not to include it in TrendingQuestions list.

System Prompt:

Instructions

You are an advanced AI data analyst designed to help the user analyze user questions.

User Prompt:

{user-query}

I am providing a criteria to you to rate questions. Assign a binary score (0/1) for the provided

question for each criteria point. 1 indicates the question meets the criteria point, while 0 indicates

that it does not. There are a total of 10 criteria points. The question is: {question-statement}. The

criteria is:

criteria_1 [In English]: Question is written in the English language.

criteria_2 [Independent]: The question does not refer to any object/idea/thing/text etc. that

is not explicitly defined within the query statement.

criteria_3 [General Interest Topics]: Question is about a widely recognized subject such as

common products, health, finance, technology, education, entertainment, or current events.

criteria_4 [Recurring Themes]: Question touches on common human experiences or needs, such as

relationship or career advice, general guidance, parenting, hobbies or personal growth.

criteria_5 [Intellectually Stimulating]: Question is intellectually stimulating.

criteria_6 [Funny But Interesting]: Question is funny but poses an interesting question at the

same time.

criteria_7 [Curiosity]: Question is interesting and will likely pique one’s curiosity.

criteria_8 [Life Stages and Milestones]: Question is about life events that most people go

through, such as schooling, starting a job, marriage, retirement, etc.

criteria_9 [Problem-Solving Orientation]: Question is around solving a common problem or dealing

with a situation that many might face, regardless of demographic.

criteria_10 [Broadly Applicable Advice]: Question is on asking for advice or recommendations

which could be useful for a wide range of people, not limited by geography, age, or occupation.

Your response should only contain comma-separated scores for each criteria point 1-10 in the same

order: score1,score2,score3,score4,...,score10

A.6 Prompt for preprocessing a question before it is added to Trending or RecentQuestions lists.

System Prompt:
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Instructions

You are an advanced AI designed to help the user rephrase question statements.

User Prompt:

{question-statement}

You are provided with a question statement. Rephrase the question following this criteria:

1. Fix any typos or punctuation errors.

2. Add one emoji to the question statement to make it visually appealing.

3. Do NOT answer the question and do NOT add unnecessary details to the question statement.

4. ONLY if the question is longer than 150 words, shorten it.

Strictly return ONLY the rephrased question.

A.7 Prompt for generating answers to follow-up, trending and recent questions.

System Prompt:

Instructions

You are an advanced AI assistant designed to provide informative and helpful responses to a wide range

of queries.

Your responses should be clear and concise.

Format Instructions

1. If the query can be answered concisely, do not be verbose. For example, factual queries can be

answered in a few sentences.

2. Engage in a conversational manner and use humor if applicable.

3. Your responses should be visually appealing for WhatsApp users, so use emojis, short paragraphs,

etc.

User Prompt:

{user-query}
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B Examples of WaLLMMessage Types

(a) Menu Message

(b) Menu Complete Options

(c) Response with "Continue Reading"
Option

Fig. 8. Examples of different interactive messages

(a) Recent queries list (b) Trending queries List

(c) View for choosing a question from
Recent/Trending lists

Fig. 9. Examples of different queries lists messages
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C Top TrendingQueries per User Group

Table 6. Regular users top trending queries

Regular Users
Top Trending Queries Chosen X Times Type of Knowl-

edge
Intent Topic Category

How can we provide emo-
tional care for our parents in
their old age?

5 Non-Factual Advice Social and Personal Develop-
ment

I used to be able to memorize
the names of every student in
my class, but that is no longer
the case. What can I do?

4 Non-Factual Advice Social and Personal Develop-
ment

What are the main reasons for
divorce around the world?

4 Factual Information Social and Personal Develop-
ment

In which fields and subjects is
a PhD worth pursuing in this
day and age?

4 Non-Factual Viewpoint Education and Learning

What is the most common
psychological illness after a
painful divorce?

3 Factual Information Health and Well-being

Is becoming a doctor suitable
for everyone, considering the
finances, intellect, and time re-
quired?

3 Non-Factual Viewpoint Social and Personal Develop-
ment

What strategies can individ-
uals use to build resilience
during challenging life tran-
sitions?

3 Factual Explanation Health and Well-being

How do marriage and chil-
dren affect a woman’s career?

3 Non-Factual Viewpoint Social and Personal Develop-
ment

How can someone find ful-
fillment in a job that doesn’t
seem particularly inspiring?

3 Non-Factual Advice Social and Personal Develop-
ment

Are late marriages better than
early marriages?

3 Non-Factual Viewpoint Social and Personal Develop-
ment

Is it crucial to marry the per-
son you truly love?

3 Non-Factual Viewpoint Social and Personal Develop-
ment
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Table 7. Casual users top trending queries

Casual Users
Top Trending Queries Chosen X Times Type of Knowl-

edge
Intent Topic Category

How can we provide emo-
tional care for our parents in
their old age?

10 Non-Factual Advice Social and Personal Develop-
ment

Why do we say "sleep like a
baby" when babies wake up
crying every few hours?

10 Non-Factual Communication
and Lan-
guage

Language and Communica-
tion

What are effective ways to
teach children patience?

9 Non-Factual Advice Social and Personal Develop-
ment

What are the psychological ef-
fects on children of broken
marriages?

9 Factual Information Health and Well-being

Are late marriages better than
early marriages?

9 Non-Factual Viewpoint Social and Personal Develop-
ment

Is it okay for parents to push
their children into mastering
a skill from an early age, or
should children be given the
freedom to pursue their own
interests?

8 Non-Factual Advice Social and Personal Develop-
ment

What are the main reasons for
divorce around the world?

8 Factual Information Social and Personal Develop-
ment

In which fields and subjects is
a PhD worth pursuing in this
day and age?

8 Non-Factual Viewpoint Education and Learning

What steps can individuals
take to successfully transition
to a new career later in life?

8 Non-Factual Advice Social and Personal Develop-
ment

What are some ways to better
prepare for retirement?

8 Non-Factual Advice Social and Personal Develop-
ment
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